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SUMMARY

Each year, a network of about one hundred irials is designed in order to evaluaie the
performance of sunflower varieties in France. Classical mean performance evaluation is
not sufficient and even unreliable in most cases due to the incomplete varieties x trials
tables and the high interaciion observed between varieties and location siles. The paper
presents a method based on the Mandel multiplicalive interaction model which characteri-
zes each variety and each location site by two parameters : the mean estimate and a
stability parameter. Both methodological and practical aspects are discussed and the
results for two series of experiments (1990 and 1991} are presented throughout a
two-dimensional map for varieties and [ocation sites.

1: INTRODUCTION

Every year more than 100 field experiments are carried out in France in order to
evaluate the performance of Sunflower varieties. After performing a stafistical analysis
for each individual trial, the trials are pooled together and a regional and/or a national
classificaiion of the varieties is obtained. Due to the interaction between varieties and
the environmental conditions, the mean rank of each variety is not sufficient, as a great
variability in the varfetal ranking has been observed when changing the environment.

 In the complete case (each variety checked in each location site), the most common
analysis of variance model used is the muliiplicative model of Mandel where the
interaction ferm is defined as the product of two parameters. The properties of such a
model have been siudied (Denis, 1983 ; Chadoeuf & Denis, 1988} and it has been
implemented in different packages like for example, Stat/ITCF (Tranchefort et al.,
1991).

But in most cases, due to the great number of varieties and the great variability in
" malurity, each variety is not present in each location site and the design is incomplete;
The results obtained with the Mandel model in the complete case must thus be exiended
and we present here their application to the nationa! interpretation of Sunflower
varieties’resulis collected by CETIOM in 1990 and 1991.

2. THE STATISTICAL MODEL

To analyze a serie of varieties trials, we use the following muitiplicalive interaction
modef :

¥ij = B+ + B+ 1i.8.5) + gy
where i=1,2,...,] indicates the levels of the environment factor, j=1,2,...,J the levels of

the variety factor. yy is the mean yield obtained in the ith [ocation site by the jih
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variety. The parameters o and f}; denote the ith environmental treatment effect and the
Jj varietal ireatment effect, respectively. The parameters ¥; and §; are the interaction
parameters and denote through the term v,.0.5, the additional response (positive or
negalive) expecied when the jth variety is grown at the i location. Higher is the
absolute value of 8,-, higher is the capability of the jth variety to inferact with the specific
location site : a variety with a small absoluie value|;| will have quite the same
behaviour whereas it is grown. 8 denotes the global interaction value and p the mean
yield value. It is assumed that the errors e; are independently and normally distributed
with mean zero and variance o2 but the individual residual standard deviation of each
individual trial can also be introduced without Jack of consistency of the resulis.

The standard resirictions
Lo=EB=Er=T;5,=0
zm2=zi512=]

are used to ensure a complete definition of modet.

2.1. Parameter estimation

The wusual least squares estimates of the parameters are used. Due to the non-linearity,
no analytical solution for the parameter estimates exists and an iterative numerical
process must be performed. To estimate these values in the incompleie case, we use the
Alternating Least Squares method, which was first described by Kroconenberg (1983)
and specifically designed for Linear and Bilinear two-way classification models by Denis
(1991). This method consists to the decomposition of the parameters in nof necessary
disjoint subsets, and to esfimate each subset of parameters conditioning the others
respectively. As a matter of fact, when one of the multiplicative paramelers ¥, or 8, is
considered as a constant, the model becomes linear with respeci to the other parameters
and classical algorithms for linear models can then be used. Figure | presents a
schematic description of the fitting algorithm.
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Figure 1. Scheme of the fitting algorithm
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Figure 3 represents the two-dimensional environmental map and displays the stabilty
environmental parameter v; versus the average trial yield p + o This is thus the

symmetric representation of figure 2.
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Figure 3. Representation of the trials by «i and 7i parameters.

In these representations, ai and B are interpreied like the meaning behaviour expecied
for the trial i and the variety j, respectively. And yi (resp. 8j) represents the capacity for

the ith irial (resp. jth variety) to interact with varieties (resp the environment). Thus §
can be interpreed like the risk for the jh variety to ovér-step or back-step its expected
performance.

In those trials where |y;| is small, the varieties present the same rankmg and no
interaction is expressed,

In the trials where 1,>0, the varieties which are characterized by 50, like Vidoc and
Oscar, will step over their meaning yield expecied, whereas the varlehes with 5 <0 like
Frankasol, Eurosol or Albena will siep back if, and the varieties with a 6 near of 0, as

Viki, Suntop or Briosol, have the same behaviour as expected through {heir average
yield.
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On the other side, in those trials where ¥i is negative, the varieties with a positive &
present a poorer behaviour while Frankasol and Eurosol are favoured and Viki, Sunfop
or Briosol still remain with their mean behaviour.

So in the T9IVCE4738 trial, Vidoc is the best variely and its yield is 6.5 g/ha higher |
than Albena and 7.5 g/ha higher than Frankasol, while in the T9!VCE1851 trial, the best
variety is Frankasol, which is betier than Oscar by 15 g/ha and Vidoc by 2.5 g/ha.

Although Albena, Eurosol, Suniop, Oscar and Vidoc have quite the same mean yield
value (not significanily different), we thus notice that their behaviour can-be very
different when changing the location site. In fact, we can see on the figure 2 that the
precision of the parameter estimates is sufficient to build three groups of varieties by
taking into account the 61 parameter value :

+ Viki, Suntop which have quite the same behaviour whatever are the environmental
conditions,

« Frankasol, Albena and Eurosol which interact with the environmental conditions
the same way,

» Vidoc and Oscar which highly interact with the environment and in an opposite
way with respect to Frankasol, Albena and Furosol.

Of course, this kind of information is only descriptive and based on a sfatistical
meaningful. Our objective remains o be able to untersiand and o explain why we
observe such a behaviour for {fie variely. Such an analysis requires a large number of
observations is collected from the trial, e.g. the soil characteristics, the climate, diseases
and pests observations. In our first analysis, we idenfified the Sclerotinia disease as the
main factor explaining the great variability of Vidoe and Oscar. Nevertheless, even if we
could not explain the behaviour, a simple descriptive map like figure 2 already gives very
useful information for the farmer : for example, if one usuvally get good resulis with
Albena in a specific environment, one could probably predici that it will be alse true for
Eurosol.

Our example here show the mean characterisfics of the varieties during fwo years of
experimentation. Although we obtained a good precision, one can wonder how variable
is the variety map when changing the year conditions. Figure 4 shows the maps obtained
by separate analysis performed for 1990 and 1991. We notice thal the relative location
of the varieties is similar and that the displacement of the varieties on the map is mainly
due to the poorer results obtained by Vidoc and Oscar in 1991, a year which was
characterized by a high level of Sclerotinia infestation. Further years are required in
order to check the reliability of the method to provide a stable map for prediction.
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Figure 4. Variety map obtained by sepa;-ate analysis for 1990 and 1991.

4, CONCLUSION

We have showa through the example that statistical tools are now available for analyzing
the interaction befween the genoiype and the environmenial conditions and that such a
method is reliable and provides the end-user, i.e. the farmer, a more complete informa-
tion. The two-dimensional map of figure 2 is being introduced in the dissemination
booklets edited by CETIOM towards the farmers. We think it is a simple and useful tool
which can help the farmer in choosing his variety : choose a less productive variety but
ensure its behaviour will be "stable”, choose the variety which is the closest to the
variety which already gives him very good results in his parficular environmental
conditions or choose a more specolative variety, From the experimenier s point of view,
such a method allows us to reduce the number of trials through an optimal choice of
locations sites and by the value-added provided by the statistical analysis.
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